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Resumo

Com as alteracoes climéticas, as condicdes meteorolégicas de incéndio estio a tornar-se mais comuns em
varias regides do mundo. Em resultado, em combinacao com as transformacdes sociais, os incéndios rurais
estdo a aumentar em frequéncia e intensidade, podendo resultar em grandes incéndios que excedem a
capacidade de resposta operacional das equipas de emergéncia e criando condicdes extremas que colocam
em risco as populacdes. A crescente dificuldade em lidar com estes fendmenos evidenciou vérias lacunas
nas infraestruturas de resposta a desastres, que exigem canais aprimorados de recolha de informacdes.
Neste contexto, o interesse pela utilizacdo de veiculos aéreos ndo-tripulados (VANTSs) para vigilancia e

monitorizacao ativa de incéndios tem aumentado nos Gltimos anos.

Esta tese propde solucdes inovadoras para sistemas descentralizados de monitorizacdo ambiental para
deteccdo e monitorizacao de incéndios rurais, baseados em redes de robds aéreos que podem fornecer
informacdes em tempo-real, através da utilizacdo de robética cooperativa, deteccao remota e inteligéncia
artificial. O sistema combina sensores estaticos, junto ao solo, e dindmicos a bordo de plataformas roboti-
cas aéreas, como drones e baldes de alta-altitude que permitem agregar varias camadas de observacao.
A natureza descentralizada, multimodal e dindmica do sistema proposto permite o seu accionamento em

regides especificas em periodos em que existem previsdes de elevado risco de incéndio.

Para abordar os desafios de engenharia de sistemas ciber-fisicos tdo complexos, esta tese segue uma per-
spectiva de engenharia de sistemas, enquadrando a investigacao particularmente numa abordagem como
sistema de sistemas. As contribuicdes desta tese tém quatro partes. Primeiramente, a investigacao foca-
se na otimizacao do dimensionamento e projeto de configuracoes de frotas heterogéneas de VANTSs, bem
como em estratégias de coordenacdo cooperativa para redes multi-VANT resilientes. Em segundo lugar,
realiza-se um estudo aprofundado para avaliar cAmaras térmicas de infravermelhos e as suas capacidades
complementares as cadmaras do espectro visivel para percepcao robética multimodal. Nesse ambito, novos
conjuntos de dados multimodais e abordagens de modelacido de dados para deteccdo de incéndios rurais
sao propostas com base em dados de ensaios laboratoriais e de campo. Em terceiro lugar, desenvolvem-se
abordagens de sensores inteligentes derivados de dados para deteccao e monitorizacdo de incéndios a par-
tir de imagens térmicas e visiveis, usando modelos de légica difusa e redes neuronais profundas baseados
em métodos de aprendizagem automatica. Em quarto lugar, sdo apresentadas abordagens de curadoria
de dados para anotar dados de imagens de incéndio para abordar as lacunas em conjuntos de dados de

elevada qualidade, que sdo essenciais para escalar essas solucdes para implementacdes no mundo real.

Palavras-chave: sistemas inteligentes, incéndios rurais, detecdo e monitorizacdo de fogo, redes de

sensores descentralizadas, percepcao robética multimodal, sistemas multi-agente
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Abstract

With climate change, fire weather conditions are becoming more frequent in several regions worldwide.
As a result, in combination with societal transformations, rural fires are increasing in frequency and in-
tensity, which can result in large fire events that exceed the operational response capacity of emergency
teams and create extreme conditions that endanger populations. The increased difficulty in addressing
these phenomena has highlighted several hindrances in the disaster response infrastructure that call for
enhanced intelligence gathering pipelines. In this context, the interest in the use of unmanned aerial vehi-

cles (UAVs) for surveillance and active fire monitoring has been growing in recent years.

This thesis proposes novel solutions for decentralized environmental monitoring systems for wildfire de-
tection and monitoring based on networks of aerial robots that can provide enhanced real-time wildfire
intelligence by leveraging cooperative robotics, remote sensing and artificial intelligence. The system com-
bines static sensors on the ground and dynamic sensors onboard mobile aerial platforms, e.g., drones and
high-altitude balloons, that enable aggregating several observation layers. The decentralized, multimodal
and dynamic nature of the system proposed enables its deployment target regions in periods when there

are forecasts of increased fire risk.

To address the challenges of engineering such complex cyber-physical systems, this thesis follows a sys-
tems engineering perspective, framing the research particularly in a system of systems approach lever-
aging multi-agent systems and intelligent systems methods. The contributions of this thesis are fourfold.
First, the research focuses on optimization of the dimensioning and design of configurations of heteroge-
neous fleets of UAVs, as well as on cooperative coordination strategies for resilient multi-UAV networks.
Second, an in-depth study is undertaken to assess thermal infrared cameras and their complementary ca-
pabilities to visible spectrum cameras for multimodal robotic perception. In this scope, new multimodal
datasets and novel data modeling approaches for wildfire detection are proposed based on extensive lab-
oratory and field trial experiments. Third, solutions are developed for data-driven intelligent sensors for
fire detection and monitoring for thermal and visible images using fuzzy models and deep neural networks
based on machine learning methods. Fourth, data curation approaches for annotating fire image data are
presented to address the gaps in high-quality datasets, which are essential for scaling these solutions to

real-world deployments.

Keywords: intelligent systems, wildfires, fire detection and monitoring, decentralized sensor networks,

multimodal robotic perception, multi-agent systems

xiii



Xiv



List of Tables
List of Figures

Introduction

Wildfire Intelligence

11
1.2
1.3

Fire Hazard, Risk and Effects

Decision Support Systems for Wildfire Management
Environmental Monitoring for Wildfire Intelligence
1.3.1 Environmental monitoring challenges

1.3.2 Earth Observation solutions

Cyber-Physical Systems

21
2.2
2.3
24

Systems Engineering

System of Systems Engineering
Multi-Agent Systems
Intelligent Systems

2.4.1 System Modeling

2.4.2 Data Modeling

Proposed Approach

3.1
3.2
3.3
3.4

Proposed Systems Architecture
Thesis Objectives

Research Questions and Directions
Outline

Contributions

41
42
43
4.4
45

Contribution Overview
Decentralized Networked Systems

Multimodal Robotic Perception
Intelligent Fire Detection and Monitoring

Data Curation Approaches

XV

Contents

XXi

XXiii

O 00 00 N bW

11
12
14
16
19
20
22

25
26
28
28
33

35
36
38

39
40
42



Decentralized Networked Systems

5 Design of UAV Fleets

6

5.1
5.2

5.3

54

5.5
5.6

Introduction

Demand-Driven Network Optimization

5.2.1 Problem Statement
5.2.2 Demand Modeling

Clustering-based Graph Partitioning

5.3.1 Graph Model

5.3.2 Gustafson-Kessel Fuzzy Clustering
5.3.3 Hierarchical Density-based Clustering

Decentralized distribution of m-UAV fleets
5.4.1 Cluster Optimization and Validity Conditions

5.4.2 Design of Fleet Configurations

Results
Conclusion

Coordination of Decentralized Multi-UAV Fleets

6.1

6.2

6.3

6.4

6.5

6.6

Introduction
6.1.1 Related Work
6.1.2 Proposed Approach

Networked Aerial Systems

6.2.1 Problem Statement

6.2.2 Mathematical Modeling
Coordination of Multi-UAV Fleets
6.3.1 Fuzzy partitioning policy
6.3.2 Ant Colony Optimization
6.3.3 Cooperative Framework
Experiments

6.4.1 Case-study scenario

6.4.2 Simulation Setups

6.4.3 Performance Measures
Results

6.5.1 Clustering-based Graph Partitioning

6.5.2 Cooperative Decentralized Ant Colony Optimization
6.5.3 Convergence Analysis

Conclusion

Multimodal Robotic Perception Systems

7 Thermal Infrared Sensing

7.1

Introduction

XVi

43

45

46
48

48
50

52
53
54
55

56
56

56

57
59

61
62
63
64

64

65
65

68
69

70
71
72
72
73

73
74
74

75
75
76

77

79
80



7.1.1 Related Work
7.1.2 Proposed Approach

7.2 Thermal Imaging

7.2.1 Sensor characteristics: preliminaries

7.2.2 Mapping raw digital data to thermal images
7.3 Data-driven Thermal Imaging Analysis

7.3.1 Thermal Imaging in Fire Scenarios

7.3.2 Feature engineering
7.4 Controlled Fire Experiments

7.4.1 Laboratory Test

7.4.2 Caravan Burning Test

7.4.3 Summer Festival Trials
7.4.4 Mountain Range Field Trials

7.5 Results and Discussion
7.5.1 Laboratory Test
7.5.2 Caravan Burning Test
7.5.3 Summer Festival Trials
7.5.4 Mountain Range Field Trials

7.5.5 Discussion

7.6 Conclusion

8 MAVFire: Multimodal Dataset
8.1 Introduction
8.2 Related Work
8.3 Data Collection
8.4 MAVFire Dataset
8.5 Dataset Applications and Limitations

8.6 Conclusion

IV Intelligent Fire Detection and Monitoring

9 Wildfire Detection Using Transfer Learning
9.1 Introduction
9.1.1 Wildfires in Wildland-Urban-Interface areas
9.1.2 Related work
9.1.3 Proposed approach
9.2 Deep Neural Networks
9.2.1 Convolutional Neural Networks
9.2.2 Pretrained models
9.2.3 Inception-v3
9.2.4 Model evaluation
9.3 Databases

XVii

81
82

83
84
86
93
93
95
96
97
97
98
99
100
100
102
104
107
109
110

113
114
115
116
118
121

122

123

125
126
127
128
129
130
130
131
132
133
134



9.3.1 Portuguese Firefighters Portal Database 134

9.3.2 Corsican Fire Database 134
9.3.3 Other open-source datasets 135

9.4 Methodology 135
9.4.1 Classification problem 136
9.4.2 Data augmentation 136
9.4.3 Database 138
9.4.4 Dataset partition 139
9.4.5 Hyperparameter selection 139

9.5 Results and discussion 140
9.5.1 K-fold cross-validation 140
9.5.2 Performance analysis 141
9.5.3 Classification analysis 143

9.6 Conclusion 148
10 Fire Monitoring with Fuzzy Models 151
10.1 Introduction 152
10.1.1 Related Work 153
10.1.2 Proposed Approach 154

10.2 Experiments and Data Acquisition 155
10.2.1 Thermal Cameras 155
10.2.2 Controlled Fire Experiments 156
10.2.3 Field Trials during a Summer Festival 158
10.2.4 Image Dataset 158

10.3 Thermal Imaging Analysis 162
10.3.1 Tent Burning Example 162
10.3.2 Feature Engineering 163
10.3.3 Data Analysis 164

10.4 Fuzzy Modeling 168
10.4.1 Classification Problem 169
10.4.2 Takagi-Sugeno Fuzzy Model 169
10.4.3 Gustafson-Kessel Fuzzy Clustering 170
10.4.4 Model Evaluation 172
10.4.5 Dataset Division 173
10.4.6 Parameter Estimation 174
10.4.7 Performance Evaluation 175
10.4.8 Model Parameters 176
10.4.9 Training Results 178
10.4.10Testing Results 179

10.5 Conclusion 181

XViii



V Data Curation Approaches

11 Expert-in-the-loop Data Annotation
11.1 Introduction
11.2 Image-based Wildfire Management Tasks
11.3 Proposed Approach
11.4 Conclusion and Future Work

12 Color-based Linguistic Fuzzy Models
12.1 Introduction
12.2 Related work
12.3 Dataset
12.4 Fire Data Annotation Pipeline

12.4.1 Problem Formulation
12.4.2 Color Feature Engineering

12.4.3 Color-based Superpixel Segmentation
12.4.4 Interpretable Rule-based Models
12.4.5 Implementation details

12.5 Experiments

12.5.1 Performance Evaluation
12.5.2 Results Evaluation
12.5.3 Understanding the Architecture

12.6 Conclusion

VI Conclusion

13 Conclusions and Future Directions
13.1 Summary and Conclusions
13.2 Future Directions and Outlook
13.2.1 From Research to Deployment Roadmap

13.2.2 Implementation Considerations: Enablers and Barriers
13.2.3 Pathway to Impact

Bibliography

XiX

183

185

186
187

187
189

191

192
193
194
195

195
196

196
198
199
201
201

202
202

203

205

207
208

210
211

213
214

217



XX



21

3.1

5.1
5.2

6.1
6.2

7.1
7.2

8.1
8.2

9.1
9.2
9.3
9.4

10.1
10.2
10.3
10.4
10.5
10.6
10.7
10.8
10.9

List of Tables

Comparison between intelligent systems modeling approaches.
Outline relating the structure of the thesis with the proposed system.

Optimization results of selected network models for light-load scenarios.

Optimization results of selected network models for heavy-load scenarios.

Model parameters for each type of vehicle k.

Selected optimization results for case study with balanced demand profile.

Summary of the specifications of the thermal cameras.

RGB segmentation thresholds for feature construction.

Summary of experimental trials featuring key characteristics and flight altitude profiles.

Summary of data provided for each trial.

Other open-source datasets used in the literature.
Cropping areas height x width (in pixels).
Model performance evaluation.

Comparison of performance with different threshold values for the CV dataset.

Summary of the specifications of the thermal cameras.

Summary of the experimental tests.

Segmentation thresholds for feature construction.

Confusion matrix categories.

Formulas of the performance measures derived from the confusion matrix.
Summary of the samples in the training dataset.

Summary of the samples in the testing dataset.

Model benchmarking for selected parameters.

Results of the gray heuristic for different threshold configurations.

10.10 Results of selected fuzzy models with 6 = 0.5.
10.11 Cluster centers.

10.12 Consequent parameters.

XXi

22

33

59
59

73
75

85
96

119
119

135
137
140
141

156
158
164
172
172
173
173
175
175
175

177
177



12.1  Description of the ruled-based systems designed for fire data annotation. 197

12.2  Ablation study for model comparison. 203

XXii



11
1.2
1.3
14
15

21
2.2
2.3

3.1
3.2

5.1
52
5.3
54
5.5

6.1
6.2
6.3
6.4
6.5

7.1
7.2
7.3
7.4
7.5
7.6
7.7

List of Figures

Qualitative schema relating climate-related drivers of fire occurrences.
Diagram with possible effects of climate extremes for a normal distribution.
Historical wildfire trends in Portugal.

Wildfire management stages: prevention, preparedness, response and recovery.

Current EO capabilities for active fire monitoring from low-earth-orbiting satellites.

Abstract system model representation.
Comparison between system elements and system of systems elements.

Diagram of network topologies.

Diagram of the system architecture and data flows.

Diagram of data flows within the proposed architecture.

Demand-driven clustering for multi-UAV fleets.

Example of demand forecasting for a 5-day time horizon.
Demand modeling with Poisson point process.

Demand distribution comparison for a 5-day period.

Example of the multiple steps of the proposed framework.

Framework for cooperation of multi-UAV systems.

Example of forecasted tasks over a region of interest.

Balanced demand distribution using homogeneous (uniform) point process.
Clustering results with different overlapping degrees.

Convergence analysis for different network configurations.

High-level diagram of the process flow in uncooled microbolometer arrays.
Automatic gain control with linear histogram.

Automatic gain control with linear histogram.

Automatic gain control with plateau equalization algorithm.

Schematic of file structure of FLIR image format.

Examples of thermal imaging color palettes.

Comparison of results of AGC algorithms.

XXiii

0 N O o »n

14
15
17

26
27

46
47
48
49
58

62
66
72
74
76

84
87
88
89
90
92
92



7.8
7.9

7.10
7.11

7.12
7.13
7.14
7.15
7.16
7.17
7.18
7.19
7.20
7.21
7.22

8.1
8.2
8.3

9.1
9.2
9.3
9.4
9.5
9.6
9.7
9.8
9.9
9.10
9.11
9.12
9.13
9.14
9.15
9.16
9.17
9.18
9.19
9.20

Fire ignition detection with a radiometric thermal camera.

Comparison of temperature and raw data and the evolution of the adaptive color scale.

Division of the color scale.

Laboratory trials with FLIR SC660 mounted on an elevated platform.

Caravan burning trial recorded.

Festival venue and camping areas during the event where the trials were conducted.
Thermal camera setup on tethered helium balloon.

Experiments in mountain range field trials.

Feature-based representation of the sensor response of thermal camera to a fire ignition.

Effect of temperature-dependent non-uniformity correction (NUC).

Filtered sensor response of thermal camera to a fire ignition inside the caravan.
Results for data acquired surveying the festival venue.

Results for data acquired surveying the community kitchens area.

Results for fire detection at long-distance in a mountain range.

Results for fire aftermath captured at long-distance in a mountain range.

MAV-based data collection system.
Data collection setup in field experiments.

Dataset examples with multiple types of experiments.

Comparison between fire hazard assessment and burned area maps.

Example of a convolutional layer.

Parameter sharing scheme.

Inception-v3 network architecture.

Samples of fire (top row) and not fire (bottom row) from PFPDB.

Rescaled samples of fire images from CFDB.

Samples of positives and negatives for both classes.

Preprocessing schema for data augmentation.

Description of cross-validation database.

Description of procedure to partition data for k-fold cross-validation.

Comparison of threshold values using ROC curves.

Transparent confusion matrix depicting the mean fire prediction scores for fold 10.
Histogram of misclassifications for fold 10 (10 iterations).

Successful classifications of fire (left and center) and not fire(right).

False negative classification associated with reduced spatial scale.

Examples of false negative classification associated with fire pattern spatial location.
Comparison of cross-channel variance.

Example of false positives due to sunset (left and center).

Examples of false positives associated with the presence of smoke.

Overall misclassifications sorted by original image.

XXiV

93
94

96
97

98

99

99
100
101
102
103
105
106
107
108

116
118
120

127
131
131
132
134
135
136
137
138
139
141
142
142
143
144
145
146
146
147
148



10.1

10.2
10.3

10.4
10.5
10.6
10.7
10.8
10.9
10.10
10.11
10.12
10.13

10.14
10.15

10.16
10.17

10.18
10.19
10.20
10.21
10.22
10.23

111
11.2

121
12.2
12.3
12.4
12.5
12.6
12.7
12.8
12.9
12.10

131

Schema of the proposed approach.

Thermal radiometric and nonradiometric cameras.
Experimental setup with a drone and static platform.

Experimental setup for the burning of a tent.

Partial view of the camping area at the case study summer festival.

Balloon setup.

Images acquired from the static elevated platform.

Perspectives with 3 different cameras.

Image data from the burning of camping tent.

Heat detection over the camping area captured with the FLIR Vue Pro.

Tent burning experiment: color images (top row), FLIR Vue Pro (bottom row).
Division of the FLIR GrayRed palette into color segmentation classes.

Color segmentation results.

Partial results from the festival tests with FLIR Vue Pro.
Color segmentations results.

Partial results from the festival tests with FLIR Vue Pro.

Sequence of frames taken over one of the community kitchens with the FLIR Vue Pro.

Accuracy results for 500 iterations.

Antecedent membership functions for three clusters.
Training results: drone test.

Training results: festival without fire (baseline).
Testing results: platform (Vue).

Testing results: outdoor festival (test 4).

Samples of fire and not fire instances captured from different points of view.

Expert-in-the-loop system comprising a computational data annotation pipeline.

Overview of the fire data annotation pipeline.

Selected samples of the fire image dataset and respective ground truth masks.
Description of the fire data annotation pipeline.

Fire features in the HSL color space.

Fire features in the YCbCr color space.

Detailed illustration of the superpixel merging procedure.

Comparison of superpixel segmentation with different parameters.

Examples for each step in real-world scenarios.

Examples of limitations in real-world scenes.

Fine-tuning of fire classification threshold for improving the semantic segmentation.

Resources availability for innovation at various TRLs.

XXV

154

155
157

157
159
159
160
160
161
161
162
164
165

166
167

167
168

174
177
179
179
180
180

188
188

192
194
195
196
197
198
200
201
203
204

211



XXVi



| | Introduction

Contents
1 Wildfire Intelligence 3
2 Cyber-Physical Systems 11
3 Proposed Approach 25
4 Contributions 35
Summary

The introduction of this thesis comprises two distinct chapters, the first regarding the
essential motivation of this work, and the second covering the fundamental principles
of the proposed approach. Chapter 1 opens by presenting the current and emergent
societal challenges in facing wildfire events under the ongoing climate crisis. Then, fol-
lows the demand for enhanced fire intelligence systems and description of current Earth
Observation solutions. Chapter 2 introduces the background on cyber-physical systems
employed for designing environmental monitoring networks, starting by describing con-
cepts from systems engineering, systems of systems, and multi-agent systems. Chapter
3 - Proposed Approach presents the overview of the proposed architecture to devise de-
centralized multi-robot networks for wildfire detection and monitoring. Then, the thesis
scope and contributions are presented in Chapter 4 - Contributions, along with an outline

of the structure of this work.
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1.1 Fire Hazard, Risk and Effects
1.2 Decision Support Systems for Wildfire Management

1.3 Environmental Monitoring for Wildfire Intelligence

In this introductory chapter, we start by framing the challenges related to fire hazard in
the context of the ongoing climate crisis and present an overview of the present tech-
nological infrastructure for fire preparedness and response. Then, follows a description
of the state-of-the-art environmental monitoring solutions available for fire-relevant ob-
servations, along with its respective advantages, drawbacks and limitations that allow
the identification of the current gaps in fire intelligence that guide the motivation of the

proposed approach.



1.1 Fire Hazard, Risk and Effects

Fire is an essential process in Earth System dynamics that shapes ecosystems and landscapes worldwide.
This complex phenomenon depends on climate, vegetation and land-cover [1], being closely tied to the
natural dynamic equilibria between recurrent ecosystem cycles that influence the characteristics of fire

regimes, leading specific regions to be inherently more susceptible to fire occurrences [2].

The drivers of wildfire occurrences can be divided into two main categories: natural and anthropogenic [3].
Natural drivers include the climate, vegetation, weather conditions and topography, whereas anthro-
pogenic factors include human-induced ignitions, land use practices and also fire management policies [4].
While some of these drivers are structural and make certain geographic regions across the globe more fire-
prone, they vary as a result of human activities over time [5]. The interplay between these various drivers
makes wildfire a very complex phenomenon, ever-changing and without a universal solution, requiring

multifaceted approaches adapted to local characteristics.

In this introductory section, we start by outlining some grounding concepts [6] used to explain the moti-
vation and specificities related to wildfire applications, before delving into the technological and scientific

aspects pertaining to this research.

Fire hazard: Represents the intensity with which an area is likely to burn in case of a fire occurrence
based on the fuel structure and topography that influences potential fire behavior, without regard to

the state of weather-related variables.

Fire danger: The combination of both constant and variable factors of the fire environment that

determine the ease of ignition, rate of spread, difficulty of controlling a wildfire, and fire impacts.

Fire risk: Probability resulting from the combination of the likelihood of a fire occurring and the

potential impacts of that fire.

Fire regime: Pattern of natural or human-caused fire activity that characterizes a given area, e.g., the

frequency or fire interval, extension of the fire season, and the number, type, and intensity of fires.

The climate type is a structural driver in defining the ability of a given region to carry fire and the inherent
productivity of wildfire occurrences [7]. As illustrated in Fig. 1.1a, the tropics and temperate regions have
the combination of two important factors: temperature and vegetation. In contrast, desert and artic re-
gions, due to the low vegetation or the temperatures encountered, are less prone to fire events. In addition,
as depicted in Fig. 1.1b, high-mesic regions with high moisture levels and, conversely, low-arid regions
with low moisture levels limit the productivity gradient of fire occurrences. These contrasts translate a
key relation concerning fire hazard in the sense that either climate limiting or fuel limiting factors influence
the potential effects of fire occurrences, making for a wide diversity of fire regimes worldwide. For each
region, the fire regime also has a vital role in regulating natural ecosystems and biodiversity, and shaping

landscapes by preventing fuel load accumulation, controlling invasive species and improving soils [8].
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Figure 1.1: Qualitative schema relating climate-related drivers of fire occurrences.

Although fire depends on the confluence of fuel, oxygen, and heat, most ignitions are anthropogenic
in nature, driven by accidental, negligent, and intentional human activities that make fire-prone regions
increasingly vulnerable on environmental and societal levels. In addition, besides human intervention as
an ignition source, fire exclusion practices with prominent fire suppression and fine fuel accumulation
result in human-altered fire regimes [9], in which extreme weather events can lead to natural disasters
with fires reaching intensity levels that can no longer be directly suppressed or controlled, threatening

environmental resilience and posing tremendous risks for populations at the wildland-urban interface [10].

Wildfires and Climate Change

Due to climate change, natural fuels are dryer and fire weather conditions more frequent, which increases
ignition propensity, extends fire seasons [11] and causes fire events to be more frequent, intense and
severe [12]. With the escalation of these phenomena, fire science and fire management are central for

the understanding of these phenomena and addressing the risks and effects posed by these events.

With climate change the probability of occurrence of extreme conditions increases as can be observed in
Fig. 1.2 that presents an illustrative diagram showcasing the implications of increase in mean temperature
and/or of variance (the combination of both effects is also possible). In these scenarios, the increase in
average temperature can lead to the increase in number of days with adverse weather in both cold and
hot extremes. For wildfires occurrences, the increase in more hot weather days and more extreme hot
weather days can create conditions of very high ignition propensity, in which the occurrence of a fire can

quickly escalate to large proportions.
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Figure 1.2: Diagram with possible effects on climate extremes. Adapted from [11].



In that sense, it is important to provide an example of the fire activity trends in Portugal, which is a re-
gion with high susceptibility to fires given its temperate climate with areas featuring abundant vegetation.
In Fig. 1.3, we showcase the historical data collected by ADAI of the past wildfire occurrences recorded
on a yearly basis and the respective total area burned per year, as well as the records of the five largest

wildfire events per year.
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Figure 1.3: Historical wildfire trends in Portugal. Featured data courtesy of ADAI [13].

Analyzing the fire trends over the last decades in Portugal, in Fig. 1.3a, it is possible to observe that there is
asteeprise in the period between 1970 and 1990, after which the total number of wildfire occurrences per
year has stabilized. Although this evolution denotes the improvement in wildfire record systems, this also
reflects the profound socioeconomic transformations over that period that have seen the abandonment
of rural regions in favor of urban counterparts, leading also to the widespread halt of areas of the primary
sector, e.g., agriculture, forestry, as well as pastoral and livestock activities [14]. In turn, forested areas

proliferated undermanaged thereafter, having increased long-term natural fuels accumulation [15].

In addition, as fire suppression strategies have become highly effective in an initial response stage, even
small fires that do not present significant danger are extinguished early on. This has led to fire exclusion
in territories where low intensity wildfires would have been fundamental to regulate ecosystem cycles
and manage fuel accumulation over time, and thereby preventing greater risks and impacts associated
with higher fuel loads. Moreover, the nonexistence of land-use by primary activities surrounding villages
brings unmanaged forests to the boundary of the wildland-urban interface, therefore putting populations

in close danger. These risks are most troubling given the lacking infrastructure for response in rural areas.

With these human-driven changes, while the number of fires has maintained stable, the structural factors
for wildfires to potentially be larger have increased gradually season after season, with the natural cycles in
vegetation growth in precipitation periods, and the drying of fine fuels in heat waves and drought spells. As
a result, when fire weather conditions are present the potential impacts of an ignition can be much larger.
This can be observed in Fig. 1.3b, which shows the largest wildfire events for each year, and demonstrates

that the magnitude of fires in terms of burned area has been rising, particularly since 2003.

Notwithstanding, it is important to also note that the vast majority of fire ignitions are from causes directly
related to the human presence and activities, namely by negligence or through risk behaviors in the use

of fire in rural spaces that precipitate the occurrence of wildfires.
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1.2 Decision Support Systems for Wildfire Management

Wildfire phenomena affect disproportionately communities that are underserved by a societal unjust val-
orization of ecosystems services and inadequate land management and land-use policies, which make
these communities more susceptible and vulnerable to these events. While preparedness and response
improvements can help minimize its impacts, the dire effects are endured by communities far beyond the

timescale of a fire event.

While acknowledging that despite the high spatial and temporal uncertainty of these events, it is an ex-
pected and necessary phenomena. In that sense, it is crucial to stress the urgency in improving wildfire

management across its multiple vectors: i) prevention, ii) preparedness, iii) response and iv) recovery.

To that end, enhanced fire intelligence plays a pivotal role through the emergence of advanced technolo-
gies for mapping and real-time monitoring purposes, allowing its incorporation in the decision chains both
in risk mitigation policies and prevention actions, improved early-warning and real-time monitoring ser-

vices, as well as informed recovery planning for building resilient communities.

The advent of new advanced environmental monitoring paradigms can contribute to the several stages of

wildfire management, namely in the tasks outlined in Fig. 1.4.

= vegetation management to = risk assessment concerning
reduce fire severity such as: environmental conditions;
fuel mapping, or tracking of
vegetation fuel moisture
content.

= risk mapping based on
land-use and social patterns;

= post-event analyses, e.g.,

burned area mapping, = wildfire detection and monitoring,
) ) e.g., early identification of flames
* evaluation of cascading and smoke plume, mapping of the
effects, e.g., erosion risks fire front(s), detection of spot fires
and air-quality estimation; and identification of hot spots;

Figure 1.4: Wildfire management stages: prevention, preparedness, response and recovery.

This thesis focuses on the response stage, more specifically in the wildfire detection and monitoring tasks.
In this scope, the topic of study centers on addressing the real-time intelligence gathering in the contexts
of early detection, active fire monitoring and detection of hotspots. As will be discussed in the next
sections, these areas have significant infrastructure and technological gaps that can be unlocked by the

new emerging technologies like autonomous robotics and artificial intelligence.

Given the increased urgency for enhanced fire intelligence to tame the dire impacts of these events,
this thesis proposes novel environmental monitoring solutions capable of providing systematic obser-
vations that can deliver real-time data to decision-makers, civil protection agencies and emergency re-

sponse teams.



1.3 Environmental Monitoring for Wildfire Intelligence

1.3.1 Environmental monitoring challenges

With wildfires becoming more frequent and severe worldwide, fire monitoring systems face significant
difficulties as existing solutions have important limitations in providing comprehensive situational aware-
ness. While ground- based sensors can provide real-time data [16], their area coverage is very limited and
infrastructure-wise very expensive to scale to provide wide situational intelligence. In turn, low-altitude
unmanned aerial vehicles (UAVs) provide increased flexibility because of their high mobility, but due to
their very inefficient flight endurance [17], missions can also only provide localized situational awareness.
On a broader scale, satellites in low-earth orbit provide considerable intelligence value and are widely
used to inform emergency response teams and civil protection agencies [18], however despite providing
a global area coverage its time coverage is extremely limited, providing a limited number of observations

from different satellite sources as illustrated in Fig. 1.5.

@ S-3a/b  (10:00/22:00)

TERRA  (10:30/22:30)
® AQUA (13:30/01:30)
@ NPP/JPSS (13:30/01:30)

00:00 06:00 12:00 18:00 24:00
LOCAL TIME

Figure 1.5: Current EO capabilities for active fire monitoring from low-earth-orbiting satellite ob-
servations from instruments such as SLSTR (Sentinel-3a/b), MODIS (TERRA/AQUA), and VIIRS
(NPP/JPSS) fail to observe wildfires during the most active portions of the day (Adapted from [18]).

Given these challenges, high-altitude pseudo satellites (HAPS) can complement these alternative modal-
ities and leverage their characteristics to tackle several of the current gaps [19], namely by providing a
very wide area coverage by operating in the stratosphere at about 20km altitude, bringing benefits in the
spatial resolution of imagery but also to its time-resolution as these communications can be performed in
real-time. Notably, the former Loon company had implemented large-scale balloon-borne infrastructure

for communications provisioning [20].

In this context, the advances in artificial intelligence (Al) can be an enabling technology for situational
awareness and decision support systems. Recent works have proposed Al solutions for image-based fire
detection tasks, however the quality and limited size of image databases available limit reliability for de-
ployments in real contexts. Although transfer learning and data augmentation techniques have been ex-
plored, the lack of large-scale databases for wildfire detection tasks is a known hurdle in developing Al

algorithms with suitable generalization, hindering its reliability.
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1.3.2 Earth Observation solutions

The evolution of remote sensing technologies led to the development of monitoring systems using satellite-
based information to forecast fire hazard and allow risk assessment, e.g., European Forest Fire Information
System (EFFIS), European Centre for Medium-Range Weather Forecasts (ECMWF). Nevertheless, while
providing wide coverage, the latency and resolution of current satellite solutions is still a roadblock for an

application as time-sensitive as wildfire detection.

To mitigate this, aerial systems can provide local coverage with high spatial and temporal resolution, in
areas identified as being of risk. Currently a large stake of aerial surveillance missions is performed with
piloted aircraft, but the expensive and dangerous nature of this type of operation make this solution unfea-
sible to scale. Alternatives are unmanned aerial vehicles (UAVs), such as multi-rotors, fixed-wing aircraft
or airships used individually or cooperatively. High-altitude balloons are low-cost platforms that can go

as high as the stratosphere and provide wider aerial coverage being however wind-driven.

Image-based sensors are widely used for wildfire detection with visible range, thermal and multispectral
technologies. Solutions increasingly combine computer vision and intelligent systems, including neural
networks, fuzzy clustering, or support vector machines, but are largely limited to a single sensor type.
Thermal-based approaches are currently understudied, but have remarkable potential for this application,
having renewed interest due to the decrease in equipment costs and weight/size ratio. In turn, methods
applied to sensors networks monitor environmental variables, e.g., temperature, humidity, and/or gas

levels, which are complementary to information from image-based sensors.

However, with ever-increasing data streams, centralized systems are unable to handle the torrent of in-
formation from numerous sources. This requires networks to be designed following decentralized or dis-

tributed approaches, and that estimation and inference algorithms comply with these paradigms.

Despite extensive research on this topic, its complexity is typically avoided with domain-specific ap-
proaches that are designed for single data types, often reporting high false alarm rates, which hinders

its application in real-world contexts.
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To bridge the gap between the need for real-time data with high spatiotemporal resolu-
tion in specific areas and the current Earth Observation monitoring systems, this work
proposes a novel integrated networked system architecture for wildfire detection and
monitoring. The dynamic system combines static sensors on the ground and dynamic
sensors onboard mobile aerial platforms e.g. drones and high-altitude balloons, that
can be deployed to monitor areas of high risk, based on satellite data or on-demand
requests. The system relays real-time data for decision-making, enabling enhanced
situational-awareness for decision and operational support, e.g. with respect to early

warnings and optimization of resource allocation.

This chapter focuses on introducing the background principles and methods used in this
thesis for modeling networked cyber-physical systems. It starts by outlining the systems
engineering approach employed for the high-level modeling of the proposed networked
architecture, which enables a holistic understanding of how this system is designed and
the interactions between its several layers. Then, being a networked system composed
of numerous entities, the model naturally evolves to a system of systems framework that
can leverage multi-agent systems concepts for coordination and cooperation, as well as

intelligent systems approaches for optimization and robotic perception.
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The study of dynamical systems has continuously aimed to formulate simple, powerful abstractions to
model systems by describing its characteristics through establishing relations between its inputs and out-
puts. This notion has enabled the development of extensive mathematical methods that are the foun-
dations of system modeling that have permeated many engineering disciplines. However, to address in-
creasingly demanding requirements, engineering systems are progressively more complex, often calling for
contributions from different fields of expertise. In that sense, the discipline of systems engineering has
gained prominence over the last decades for addressing the holistic development of complex problem-
oriented systems [21]. In this context, this approach is widely used to model cyber-physical systems, a

type of systems designed to leverage computing to interact with the physical environment.

In this work, the backbone of the proposed architecture is a systems engineering perspective, which will
provide a template for the system concept, as well as render a roadmap for the structure of this document.
For this reason, the following sections aim to describe the objectives and principles of this approach, which
are followed by the introduction to the frameworks of system of systems and multi-agent systems, also

cornerstones of the intelligent networks proposed.

2.1 Systems Engineering

Systems engineering is a branch of engineering centered on methodical, multidisciplinary approaches for
the holistic design, realization, operation, and management of complex problem-driven systems [22]. These
approaches deal with a global assessment of problem requirements and the development of a system with
the ability to satisfy those needs. Under this framework, complex systems are understood in its complete

form as an integration of several subsystems with different functions to reach the required capability.

Systems engineering has unique characteristics that depart considerably from many engineering fields
that design and analyze isolated components separately with a single-discipline view. In contrast, rather
than a "divide and conquer" approach, systems engineering follows more of a "unite and build" problem-
solving strategy as it is concerned foremost with the big picture and understanding how the parts of the
system are interconnected. By considering the contributions of multiple disciplines, e.g., from mechanics,
electronics, cybernetics, human-machine interaction to decision-making, this approach can reconcile the
whole as more than the sum of its parts. For this reason, this transversal approach can achieve tradeoffs
and compromises between the specifications of the several elements of the system to optimize the solu-

tions created. Hence, the reasons why it is a powerful problem-solving and high-level modeling approach.

In the following, we start by establishing the key core notions from systems engineering that motivate the

use of its principles in the research that underpins this thesis, as will be explained throughout this chapter.

System: A collection of elements and their interrelations (e.g., physical, functional, and/or behavioral)
combined to form a unified whole greater than the sum of the parts, i.e., a system-level capability only

achievable by the integration of the various parts that provides a solution to a required need [22].

12



To address complex systems, systems engineering theory and practice devises systems concepts, princi-
ples and reasoning tools that enable breaking down complex problems and building up integrated solutions.
From the comprehensive framework the systems thinking philosophy provides, which are extensively de-

tailed in [23], in this introduction we will highlight the ones that are most relevant in this thesis.

Concepts — abstractions, or general ideas inferred or derived from specific instances.

Wholeness and Interaction: A holistic understanding of the system as whole and how elements

interconnect is fundamental for building desired end-goal functionalities.

State and Behavior: The state is a set of attributes characterizing the system at a given time that

can be changed by events over time depending on the behavior of the system, i.e., its response.

Adaptation and Learning: The ability to change operation modes to adjust to environment changes

or respond to distinct functional demands, and the capability to improve its effectiveness.
Principles — general basis for reasoning about systems thinking or systems approaches.

Abstraction: A focus on essential characteristics isimportant in problem solving because it allows

problem solvers to ignore the nonessential, thus simplifying the problem.
Encapsulation: Hide internal parts and their interactions from the external environment.

Modularity: Unrelated elements should be separated or decoupled into known discrete modules,

and related parts of the system should be grouped together with a functional hierarchy.

Parsimony: One should choose the simplest explanation of a phenomenon, such that it requires

the fewest assumptions, for requirements, design and operations.

Relations: The interconnections between elements are key to characterize the system, shaping

the structure, topology and data flows, e.g., through feedforward and feedback links.
Reasoning Tools — representations to ease the understanding of system boundaries and interactions.
Model representations: Mental models and system mappings.

Visual representations: Block diagrams and data flow diagrams.

These notions of systems thinking are harnessed and formalized through descriptive models that embody
themselves most of these concepts. To provide a generic example of a model representation, Fig. 2.1
presents a system, subject to a set of requirements, with an abstract rendering of its several modular ele-

ments and connecting relations, as well as how it relates to the environment through inputs and outputs.

While systems engineering develops vast frameworks to formally address system synthesis, operation,
management and life-cycle planning, in this work the main focus is on system architecture for adaptive

environmental monitoring networks and its implications for development of intelligent systems solutions.
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The concepts, principles and tools from systems thinking herein presented are widely applied throughout

this thesis, and also transfer to the abstractions to be introduced in the remaining of this chapter.

ENVIRONMENT 1 REQUIREMENTS
SYSTEM
INPUTS OUTPUTS
— ﬁ

System [
Elements

Relations

Figure 2.1: Abstract system model representation.

2.2 System of Systems Engineering

With the advent of technologically empowered societies, there is an ever-increasing number of complex
systems. That poses both a challenge and an opportunity because novel system architectures are built of
intricate subsystems, but also combine a set of several systems — a concept termed system of systems. Al-
though a system of systems can be viewed under the lens of systems engineering, the nature of this special

type of architecture arises particular differences that warrant further clarification and highlight [24].

On the one hand, systems are designed for providing a desired capability but also to be manageable, which
imposes limits to the size and complexity of their architectures. On the other hand, in the real world sys-
tems do not operate in a vacuum, but rather exist in an environment with a multitude of monolithic sys-
tems, each designed for a narrow purpose. Naturally, as in most cases, no single system can address the

extent of the intricacy of complex problems, societies rely on the interactions between several systems.

For these reasons, the nature of interconnection between these systems is not static nor steady but rather
highly variable. In this way, to develop specific methods that can model these higher levels of uncertainty,
and leverage those to build more adaptable and flexible systems, arises the emerging field of systems of

systems engineering.

Tackling the development of a system of systems (SoS) requires a broader understanding than what the
systems engineering approach by definition can provide because this "system" departs from a stand-alone
nature built upon self-contained processes. Instead, aspects pertaining to the environment in which it
operates, and essentially the emergent behavior resulting from its nature and interactions, become nuclear
to addressing a system of systems architecture. For this reason, it is important to clarify a definition for

this concept and its characteristics, to then motivate its relevance and purpose in this work.

System of Systems: A collection of connected (in)dependent legacy, evolving, and novel systems,
that provide a unique capability, which must cope with uncertainty in the environment and its intrinsic

structure by having a high degree of flexibility and adaptability [24].
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Noting the greater emphasis on features such as adaptability and flexibility and the interplay between
multiple actors, next we delve deeper into the distinctive characteristics of this type of system. Figure 2.2
juxtaposes system of systems core characteristics with monolithic system characteristics based on the

differences of the nature of composing parts, i.e., its elements.

System Elements Autonomy Autonomy is ceded by parts in order to grant
SoS Elements autonomy to the system.
Autonomy is exercised by constituent systems
in order to fulfill the purpose of the SoS.
Belonging Emergence
Parts are akin to family members; belonging Foreseen, both good and bad behavior, and
of parts is in their nature. designed in or tested out as appropriate.
Constituent systems choose to belong on a Enhanced by deliberately creating an
cost/benefits basis and greater fulfillment. emergence capability climate.
Connectivity Diversity
High connectivity hidden in elements, and Reduced or minimized by modular hierarchy, to
minimum connectivity among subsystems. project simplicity into the next levels.
Dynamically supplied by constituent systems Diversity in SoS achieved by released autonomy,
with every possibility of myriad connections. committed belonging, and open connectivity.

Figure 2.2: Comparison between system elements and system of systems elements based on [25].

While a system of systems must still be understood holistically as a system, addressing its elements, which
are also complex systems, requires a more evolved approach. Higher degrees of autonomy, emergence,
and diversity will significantly influence the state and behavior of the system. Conversely, wholeness and

interaction will be radically impacted by the different natures of belonging and connectivity in SoS.

To address these issues, the nascent field of system of systems engineering (SoSE) specializes in develop-
ing multi-faceted systems that incorporate largely autonomous, heterogeneous agents with a variety of
objectives and priorities. This type of evolving systems with dynamic connections and emergent behavior
dimensions extends beyond the traditional SE approach. Thus, requiring devising adequate architectures,

processes, and tools for design, deployment and decision-making for system of systems contexts.

In that sense, next we clarify the scope of both SE and SoSE approaches with the following definitions,

and subsequently we reflect in further detail on how these two approaches are explored in this research.

Systems Engineering (SE) is an interdisciplinary engineering field concerning the development of sys-
tems that can deliver a system-level capability based on modular, interconnected and interdependent

subsystems, which are integrated in an explicitly defined form to result in an expected behavior [22].

Systems of Systems Engineering (SoSE) is a subfield of systems engineering that concerns the devel-
opment of systems leveraging flexible boundaries and interactions between independent, distributed,

and evolving constituent systems and their stakeholders [24].
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To provide some intuition of the distinction of both paradigms, we start by translating these concepts into
a concrete example of a basic capability, e.g., localization awareness of a robot in an unknown environment
in the real-world. A robot in an open unstructured environment, i.e., what is often termed in the wild, can
hardly operate reliably without external "help". As such, to have an estimate of its own position in the
environment it operates, i.e., on an open world map, it is designed to rely on an array of external systems
for localization, most notably a global navigation satellite system (GNSS). In this way, this simple example
allows grasping that a system-centric approach would be limited to address several complex dimensions

of more advanced solutions, namely when the robot would need to navigate a changing environment.

Given that sensor networks must perceive their environment and interact with existing legacy infrastruc-
ture, the modeling of this type of systems is best addressed with a System of Systems engineering frame-
work, which relies on the special characteristics and complementary capabilities of a variety of systems,
e.g., the multitude of satellite-based services used for remote sensing, weather forecasting and even global
positioning systems. Thereby, to design decentralized intelligence architectures that can deliver the nec-

essary awareness features, i.e., self-awareness, collective awareness and situational awareness.

In that sense, for this thesis on decentralized sensor networks for fire detection and monitoring, the use
of both SE and SoSE approaches becomes necessary to tackle the main research gaps this work addresses.
First, SE is fundamental in designing networks of mobile aerial robots that can perform fire detection and
monitoring, and to have a deep understanding of its inherent subsystems. Second, given the nature of
the dynamic networks intended the SoS gains more prevalence due to the need to devise algorithms that
can confer the necessary adaptability and flexibility features into sensor-driven architectures. Third, in
the genesis of the proposed architecture, it is underlying that this system will add complementarity to the
existing real-time monitoring gaps. Therefore, incorporating along with legacy infrastructure and other
emergent solutions, the next generation of highly interconnected and integrated systems of systems that

will provide fire intelligence to support decision-making.

In this context, beyond presenting the system architecture for the proposed decentralized sensor net-
works, this thesis contributions focus on several subsystem elements, e.g., optimization of cooperative
multi-robot systems and multi-modal perception solutions based on intelligent sensors. The next sec-
tions, introduce the background on multi-agent systems and intelligent systems, providing the essential

concepts for the proposed system architecture and the methods underlying the contributions of this work.

2.3 Multi-Agent Systems

Having discussed the characteristics of systems of systems and emphasized the core role interactions be-
tween several systems play, next we cover briefly how these can be addressed. With many interacting
systems and stakeholders within SoS, the complexity in driving such systems to deliver on common func-
tionality or achieve a shared goal becomes more involved. To address this issue, we will resort to a system

modeling approach that allows handling this type of architectures, i.e., multi-agent systems.

16



Multi-agent systems comprise several interacting agents that operate in a shared environment to perform
actions according to their capabilities towards a goal task. This general framework is employed in many
fields, e.g., engineering, computer science, and economics [26]. In this thesis, it is particularly suited
for modeling networked multi-robot systems and for distributed optimization methods discussed further
along. As such, in the following, we introduce the taxonomy to refer to network topology, the paradigms

for collective behavior and implications inter-agent communications play in achieving end-goals.

Sensor networks and robot teams can be modeled as multi-agent systems and described using graph
theory, where sensor agents are represented as nodes, and communication links are edges establishing
the information flow. Communications are critical for energy expenditure, so how and when sensors share
information must be optimized to maximize network operation while not compromising the application,
i.e., delivering on its capacity to achieve an intended mission goal. In that sense, where the data processing

and advanced computing take place, and how data flows throughout the network play a pivotal role.

With respect to network organization, there are three important types to distinguish: centralized, decen-
tralized and distributed [27]. As illustrated in Fig. 2.3, the elements or agents making up those networks

can encompass different types and the manner in which these are organized and connected also differs.

centralized distributed

decentralized

Figure 2.3: Diagram of network topologies.

In that way, the types of heterogenous agents and the hierarchical structure of the network are instrumen-
tal to determine the data processing and communication flows within the system. Consequently, these

design choices also have significant implications to features, e.g., autonomy, connectivity and redundancy.

Centralized: Organization follows a hierarchical structure, where a central unit concentrates most

resources and controls lower-level elements, which have limited connectivity and autonomy.

Decentralized: Organization follows a fault-tolerant hierarchical structure where control is shared
across several agents with high connectivity and autonomy, which allow enhanced awareness through

efficient processing of local information.

Distributed: Organization follows a predominantly flat structure where agents with limited autonomy

share equal control due to their high connectivity that ensures redundancy in information flow.
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Note that decisions on network architecture must be defined by the problem requirements, and each type
has advantages and disadvantages, thus being better suited for different applications. Next, we highlight

a few attributes to serve as comparison axes between the different types of network architectures.

Attributes — properties or features that influence system functionality, behavior or performance.

Control: The ability to coordinate and manage actions of agents within the system through layers

of authority and autonomy in decision-making and task execution.

Resilience: The ability to withstand failures or disruptions by adapting to and/or recovering from

changes within the system or in its environment and continue to function reliably.

Scalability: The ability to sustain expansion and adaptation to meet evolving application de-

mands, by accommodating structural changes without performance degradation.

Centralized networks benefit from a high degree of control by concentrating authority and resources in a
high-level single agent. However, this comes at the expense of resilience as these architectures become
more vulnerable due to their single point of failure and limited autonomy of agents at low-level layers of
the system. These architectures also face more difficulty in scaling as the central agent needs to manage

and control cumbersome volumes of processes and interactions.

Decentralized networks have the advantage of greater control by introducing levels of shared control
through diverse decision-making levels and adding redundancy at each level. This change also supports
high system resilience by the elimination of single points of failure and increased agent autonomy. In turn,
these architectures can be easily scalable, but at the cost of being harder to manage due to high diversity

within the system, requiring more involved coordination methods.

Distributed networks scale notably well and have the highest resilience due to its flat structure that de-
mocratizes resource allocation, eliminating critical points of failure. Though, system control decreases
since the coordination and management becomes more difficult, either because of high or low degrees of

autonomy of the agents involved, requiring increased foresight in accounting for emergent behavior.

Bridging this context to the problem of developing environmental monitoring solutions for fire detection
and monitoring, a key application requirement justifies the better suitability of decentralized networks.
Wildfires are phenomena with high spatial and temporal uncertainty so the adaptability and flexibility of
sensor networks with multiple agents will largely benefit from incorporating heterogenous capabilities.
In that sense, a layered organizational structure composed of different types of monitoring solutions is

preferable to deal with the demands of this application.

Given the complexity of multi-agent systems operation, the coordination of the system of systems and its
elements towards a shared goal introduces new system dynamics, e.g., cooperation and collaboration. In
this work both of these workflows are used to address different problems, namely through the population-

based optimization methods employed and the proposed coordination strategies.
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Coordination: The process of organizing elements of a system, i.e., multiple agents able to provide

a desired capability, to work together in an efficient manner.

Collaboration: The process by which elements of a system, i.e., multiple agents, work together to

complete a task or reach a goal that is not reachable without the confluence of complementary efforts.

Cooperation: The process by which elements of a system, i.e., multiple agents, work together to

achieve a shared aim by compromising on their individual goals towards the collective global benefit.

Coordination of efforts in networked systems is essential since while networks are built to embody redun-
dancy for resilience purposes, the design shall avoid the pitfall of over-dimensioning the system. For this
reason, cooperation and collaboration are central in enabling multi-agent systems to achieve the desired
flexibility and adaptability stemming from emergent behavior in response to changing environment. The

next section, introduces methods from the field of intelligent systems to enable modeling such systems.

2.4 Intelligent Systems

The endeavor of building intelligent systems is by no means a recent undertaking, yet it most likely never
felt so within reach as it currently appears so. Data is perceived as the new oil, and the demand for imple-
mentation of artificial intelligence embedded in complex systems is propelling fast-paced developments

in this area both in academia and industry.

Intelligent systems are an essential part of the advances in autonomous robotics and optimization in net-
worked systems, as well as in supporting decision-making. In this thesis, the objective of developing intel-
ligent systems guides the research questions addressed and dominates the methods explored in a variety

of domains, from cooperative robotics to intelligent sensors for wildfire detection.

In this context, a myriad of computational intelligence methods [28] are explored to address many of the

challenges encountered, delving into the three branches of this field, which can be outlined as follows.

Fuzzy Systems: Models derived from mathematical representations of uncertainty based on fuzzy
logic and possibilistic theory, which are able to capture the imprecision in class definitions and non-

linear behavior to mimic human-like approximate reasoning, e.g., through rule-based inference.

Neural Networks: Models inspired in the human brain that are designed to leverage gradient-based,
probabilistic methods to learn abstract representations from data samples by mapping patterns in

relationships between inputs and outputs.

Evolutionary Computing: Mathematical representations and algorithms inspired in biological evolu-
tion that use metaheuristics for fast iteration over complex, non-convex search spaces, e.g., population-

based, derivative-free optimization techniques.
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In the next section, we frame concepts that are widely used in this thesis from a systems modeling per-
spective, covering the foundations for intelligent data-driven modeling, and the discuss important aspects

regarding different flavors of model transparency and interpretability.

2.4.1 System Modeling

For modeling approaches based on fundamental laws, also known as first-principles, the theoretical de-
scriptions are conceived from intuition and interpretation of specific behaviors. In this way, phenomena
can be translated to mathematical descriptions, which inherently render the reasoning of the assumptions,
being a powerful tool for communication among researchers. This approach has fueled scientific research

and propelled knowledge discovery, leading to the uptake of knowledge-based modeling.

In engineering, modeling from first-principles is known as white-box, i.e. if we think of our model as fic-
titious box, and were to look inside, it would be transparent to interpretation, and we would recognize
the causality and rational in the assumptions and mathematical equations that govern the model. This
idea captures the concepts of transparency and interpretability, that will be highlighted in this work. As
we proceed, analogous examples will be used to underline these characteristics in different modeling ap-

proaches.

When a system is complex in nature or it exhibits highly nonlinear behavior, our understanding can be
limited or insufficient to describe its levels of intricacy, which prevents a traditional model derivation.
Therefore, complex systems for which there is no prior knowledge call for different modeling techniques,

for instance based on empirical data — data-driven modeling.

Data-driven models encompass a multitude of approaches ranging from data mining to computational in-
telligence techniques. In recent years, as a result of the technological advances that enabled large-scale
data storage, scientific fields like data mining, knowledge discovery in databases (KDD), or artificial intel-
ligence have been gaining a lot prominence. These fields focus on developing accuracy-oriented models,

with an emphasis on computational efficiency since their main strengths are leveraged on big data analysis.

In opposition, the domain of computational discovery, stresses the importance that the knowledge emerg-
ing from computational means be communicable. However, the requirement established for the communi-
cations is the ability to follow the mathematical formalism used by scientists, e.g. in the form of equations
or algorithms. The computational discovery field borrows its intentions from artificial intelligence and
cognitive science, to attempt to emulate the process of discovery that could be obtained by humans in an

automated way, yet its models rarely translate human reasoning.

To address this issue, fuzzy modeling approaches based on rule-based inference can provide better trans-
parency and interpretation by translating the model to linguistic terms, which can be understood by non-
experts. Moreover, fuzzy systems are flexible structures, which can incorporate laws derived from first-

principles, prior expert knowledge, empirical data and heuristic rules.
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Data-driven fuzzy models are regarded as relevant tool for dynamic modeling of complex systems for
which there is no prior knowledge, through the identification of a set of local linear models based on fuzzy
logic and approximate reasoning, expressed in the form of heuristic rules. For this reason, in a modeling
sense, fuzzy inference systems can be considered a gray-box approach. Due to its rule-based nature, this
type of systems can provide better insight into the inner-workings of the complex system under study, but
also allow obtaining a better understanding of the model limitations. However, to obtain transparent and
interpretable fuzzy models that can support a tractable description, the model structure has to be simple

in that it follows the law of parsimony.

In light of the recent achievements in deep learning, learning-based modeling gained wide prominence.
However, despite the high predictive ability of deep neural networks, there are many issues left unad-
dressed and open questions with this type of models. In comparison with models derived from first-
principles, these models are considered as black-box, as they are seen as opaque. The lack of transparency
and interpretability of these models hinders an adequate evaluation of model flaws and limitations. For
this reason, these models might not be adequate for many real-world tasks. Furthermore, these models
are computational expensive to train and run, thus recently there has been increased interest in leverage
the learning acquired by deep architectures in models with reduced complexity better suited for imple-

mentation on e.g., in mobile devices.

To summarize the different facets of the intelligent systems modeling approaches explored in this thesis,
the following definitions juxtapose the concepts introduced. This is followed by a brief overview of the

tradeoffs related to model transparency, explainability and interpretability synthesized in Table 2.1.

White-box Models: Based on first principles such as laws from fundamental sciences, e.g., physics,

chemistry and biology, or from applied fields like engineering, e.g., thermodynamics or mechanics.

Black-box Models: Based on empirical data through the derivation of mappings between inputs and

outputs, without such mappings having a significant meaning, by being impossible to discern or access.

Gray-box Models: Based on expert knowledge or derived from empirical data, or a combination of

both, that allows for partial visibility into model inner-workings enabling greater model insight.

Knowledge-based: Describes methods or models built upon theoretical understanding of processes

or phenomena — have a pre-established range of applicability and produce deterministic solutions.

Data-driven: Describes methods or models designed to rely on databases and / or data streams for

its intri